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Abstract
There has been a historical tension between

theories of brain function emphasizing regional
specialization and those focusing on integration
across regions. This tension continues despite
the pervasive use of functional neuroimaging,
which enables testing of these theories in the
human brain. There are instances of agreement,
where regions thought to be critical for a given
behavior (e.g., Broca’s area and language pro-
duction) do become more active when a person
engages in that behavior. However, a number of
disconcerting results have also been found.
These include activation in areas not thought
to be important for the behavior, and lack of
activation in regions thought to be critical for
particular behaviors based on studies of the
damaged brain. A recently proposed Neural
Context hypothesis of brain function provides
a mechanism that can reconcile these apparently

disparate findings. The hypothesis states that
the functional relevance of a brain area depends
on the status of other connected areas—i.e., the
context within which the region is operating. A
region can participate in several behaviors
through variations in its interactions with other
areas. It is possible that certain critical nodes serve
as Behavioural Catalysts, enabling the transition
between behavioral states, without differential
alterations in the measured activity. By virtue of
its anatomical connections, an area could facili-
tate a shift in functional connectivity between one
set of regions to another. An imaging study on
the changing interregional interactions involv-
ing the hippocampus in learning and awareness
serves as an example of neural context. In this
case, the hippocampus may serve to catalyze the
transition to awareness.

Index Entries: Neuroimaging; awareness; cog-
nition; neural networks; learning.

Introduction

Neuroscience investigations into the link
between mind and brain have received an

enormous boost with the advent of functional
neuroimaging. As more scientists used neu-
roimaging, which was greatly facilitated by
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the introduction of functional MRI, a great
many studies have purportedly identified
regionally specific changes across a vast num-
ber of cognitive operations. As these data were
amassed, however, there was substantial over-
lap in the areas attributed to one function ver-
sus another, and the reliability of regional
activation appeared less than ideal (Poeppel,
1996; McGonigle et al., 2000). Indeed, a skep-
tical eye would suggest that on any given day,
any part of the cerebrum is likely to be active
for a given task. Unfortunately, published
meta-analyses of imaging data seem to cor-
roborate this skeptical view (Cabeza and
Nyberg, 2000).

Perhaps part of the problem with this map-
ping exercise is the prevalent model of how to
make the link between brain and mind. Most
studies have tried to identify which area is most
active for the task of interest compared to other
control tasks, but perhaps activity of an isolated
region is not the critical factor. Instead, it is the
status of the rest of the brain at that point in
time that is the most direct link between the
neural firing patterns and mental function. This
is what I have called neural context (McIntosh,
1999; McIntosh, 2001). Stated differently, the
contribution of an area (or any neural element)
to a mental function depends on the activity of
other anatomically related regions.

Figure 1 gives a simplistic illustration of neu-
ral context. The left figure shows a collection
of neural ensembles that are interacting dur-
ing a mental operation, and the right figure
shows a different pattern of interactions during
a different mental operation. In both cases, the
same four sets of ensembles are engaged
(shaded gray), but because they are interact-
ing with different areas, they participate in two
different operations. In other words, the neural
context between the two networks change and
thus the same four neural elements can con-
tribute to different tasks.

Two primary features of the brain are cen-
tral to neural context: anatomical connectivity

and response plasticity (McIntosh, 2000). Several
authors have noted that brain connectivity
shows dense local connections and sparse dis-
tal connections (Felleman and Van Essen, 1991;
Scannell et al., 1999; Sporns et al., 2000; Stephan
et al., 2000). When considered from a regional
perspective, the system seems to waver between
complete connectivity and complete inde-
pendence. The term “semi-connected” or
“degeneracy” has been used to characterize this
connectivity structure (Edelman, 1978; Tononi
et al., 1999; McIntosh, 2000; Friston and Price,
2003). The main point is that this pattern of
anatomical connectivity enables many paral-
lel routes of information flow between areas
such that any two parts of the brain may share
similar connections, but also have unique
inputs and outputs. From the perspective of
information theory, this allows the system to
encode a great deal more information than it
might through some other configuration
(Tononi et al., 1994; Tononi et al., 1996; Sporns
et al., 2000). A second feature is response plas-
ticity, where neurons can show a rapid and
transient shift in response to afferent stimula-
tion that is dependent on the conditions under
which they fire. Response plasticity in relation
to learning and memory has been observed in
several parts of the brain, from single cells in
isolate spinal cord preparations (Wolpaw and
Lee, 1989) to primary sensory and motor struc-
tures (Donoghue et al., 1990; Recanzone et al.,
1992), and may be a ubiquitous property of the
central nervous system (Wolpaw, 1997).

When these two factors, connectivity and
plasticity, are considered together, it raises the
potential that the relevance of the response to
a given connection will vary depending on the
current operations within a region. This
response, in turn, can be shaped by the
demands of the present situation. It is here that
the internal, or neural, context and the external
context meet. The external environment and
the requirements placed on the organism will
influence the internal state. Several authors
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have emphasized this interplay between the
external world and the brain’s attempts to rep-
resent it (Picton and Stuss, 1994; Tononi et al.,
1996; Friston and Price, 2001). Moreover, con-
textual dependencies have been demonstrated
at the level of individual neurons and cell pop-
ulations (Kozlov and Shabaev, 2000; Worgotter
and Eysel, 2000). Considering across levels of
organization, the combination of semi-con-
nected anatomical structure and response plas-
ticity provides great flexibility in the
contributions different brain regions can make
to the representation of the environment and
the response to it.

If we now consider neuroimaging data as the
expression of neural context, then the skeptical
picture turns much more positive. Regarding
the whole activity patterns measured in neu-
roimaging as the embodiment of cognition may
be the most veridical translation of brain to men-
tal function.  Emerging work is demonstrating
that regional activation alone may be ambigu-
ous as an index of cognitive operation
(D’Esposito et al., 1998). Other work has demon-
strated that the overall pattern of activity
(increase and decrease) may actually be a bet-
ter index of specific mental function than the
activation of a specialized area (Haxby et al.,

2001), which is congruent with similar obser-
vations of population coding in electrophysio-
logical studies (Georgopoulos et al., 1986;
Young and Yamane, 1992; Pouget et al., 2000).

A better appreciation of neural context can
be obtained by explicit measures of interre-
gional interactions, or “functional” or “effective”
connectivity (Friston, 1994; Horwitz et al.,
1999). Our imaging work across the past sev-
eral years has provided hints of contextual
dependencies. We have shown that the inter-
actions of part of the prefrontal cortex (PFC)
and the medial temporal lobe (MTL) can vary
systematically depending on memory load
(McIntosh et al., 1996) and the success of mem-
ory retrieval (McIntosh et al., 1997). In fact, it
is quite possible for regions to show changes
in their interactions without a concomitant
change in activity (McIntosh et al., 1994;
Kohler et al., 1998; Stephan et al., 2003). This
is not surprising if one considers that the
absolute amount of information processed
within a region may not change between tasks,
but the afferent source of the information
would show task dependencies. For example,
the collection of four core neural ensembles in
Fig. 1 may receive identical amounts of affer-
ent stimulation in both functional networks

Fig. 1. Graphical representation of Neural Context. (A) Interactivity pattern (thick black lines) of the ensembles
when processing one type of information. (B) Interactivity pattern of the ensembles processing a different type
of information. Some of the same ensembles, colored gray, are involved in coding both sets of events, but the
context under which they are interacting differs, i.e., the other areas that are engaged.
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and show similar levels of activity, yet depict
quite different cognitive operations because
the source of afferent input is different in the
two networks.

A salient demonstration of neural context
comes from a recent paper examining func-
tional connectivity of the medial temporal lobe
(MTL) in relation to learning and awareness
(McIntosh et al., 2003). In a sensory learning
paradigm, subjects were classified as Aware or
Unaware based on whether they noted that one
of two tones predicted a visual event. Only
Aware subjects acquired and reversed a dif-
ferential response to the tones, but both groups
showed learned facilitation.

When we related brain activity (indexed by
blood flow measured with positron emission
tomography) to behavior in each group, we

observed that MTL activity was related to facil-
itation in both groups. This was curious given
the suggestion the MTL is critical for learning
with awareness, but not when learning pro-
ceeds without awareness (Clark and Squire,
1998; Clark and Squire, 2000). Considering the
idea of neural context, it was possible that this
common regional involvement in the two
groups was an expression of contextual depend-
ency. We then examined the functional connec-
tivity of the MTL and observed completely
different interactions of the MTLbetween groups
(Fig. 2). In the Aware group, dominant MTL
interactions were observed for prefrontal,
occipital and temporal cortices, while in
Unaware subjects, MTLinteractions were more
spatially restricted to inferotemporal, thala-
mus and basal ganglia. The MTL was related

Fig. 2. Summary of the dominant functional connections of the left medial temporal lobe (MTL) in learning
with (A) and without (B) awareness. Panel A shows dominant interactions, indicated by bidirectional arrows,
between MTL and occipital, temporal and prefrontal cortices when learning proceeds with awareness. Panel B
shows dominant interactions, between MTL with thalamus, basal ganglia, and contralateral MTL when learning
proceeds without awareness.The key feature is the common involvement of the MTL,but because the regions
to which it is functionally connected differ, the MTL can be related to learning in both situations.
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to learning in both groups, but because the
regions interacting with the MTLvaried between
groups, only in one case was learning accom-
panied by awareness. In other words, differ-
ences in neural context serve as a possible
explanation for the involvement of the MTL in
both groups.

Catalysts and Critical Functions

One problem for the notion of a neural con-
text is the observation that the expression of
certain behaviors or cognitive states appears to
rely critically on specific brain areas. The overt
expression of declarative memory, for example,
depends on the integrity of the MTL (Squire,
1987). Such dependencies have led many
researchers to speculate that such regions are
parts of neurocognitive systems whose con-
stituents subserve that function, but this implies
a rather static view of brain function.

An alternative perspective, and one consis-
tent with the idea of neural context, is to con-
sider neural dynamics as a critical feature to
understanding functional dependencies such
as the MTL and memory. Most often studied
at the cellular level, such dynamics are thought
to be vital in enabling neurons to code for rapid
temporal shifts in the environment and to make
rapid adjustments of effectors at time scales
much smaller than any single cell can achieve
(Milton and Mackey, 2000). It is quite likely
that these dynamics are at play across many
levels of organization in the brain, with a sim-
ilar general outcome: that it allows for rapid
integration of information and responding.
These same dynamics are also likely to under-
lie contextual effects between interacting pop-
ulations which will manifest as changes in
similarly large-scale behaviors, such as atten-
tional states, perceptions, memory types, and
quite likely consciousness (Bressler and Kelso,
2001). We have speculated (McIntosh et al.,
2003), that shifting in behavioral states may
require the integrity of certain key regions,
which when damaged would result in a deficit

in that state. Such regions may not necessarily
participate in the processing within that par-
ticular state, but rather enable the transition
between states—it is a behavioral catalyst.

The likely feature of such catalysts is the
anatomical relation of that region to those that
are processing the primary information in the
state in question. In the awareness study, the MTL
was engaged in learning with or without aware-
ness, interacting with regions that seemed to
be related to learning in either attentive state.
The MTL is anatomically connected with
regions that were part of both patterns, pro-
viding the potential for the MTLto catalyze the
transition between two different networks and
thereby the movement from learning without
awareness to learning with awareness. The crit-
ical point at which the MTL is needed is when
learning moves to the conscious state. Prior to
this, the MTL can be engaged, by virtue of its
anatomical links, but not be critical for behav-
ioral expression.

Considering regions that are critical for the
expression of a function as potential catalysts
emphasizes the dynamic nature of brain func-
tion. The temporal expansion of any behavior
or cognitive function can be viewed as a series
of transitions that require specific regions to be
intact. In some cases, this dependence may
reflect a network node that transmits informa-
tion between regions (e.g., the lateral geniculate
nucleus in the visual system). In other cases,
areas enable the change in dominant interac-
tions from one set of regions to another. These
are the catalysts.

Neural context and catalysts are based on his-
torical notions of dynamic systems and distrib-
uted functions (Kelso, 1995; Haken, 1996), but
also are a new means of conceptualizing brain
organization. The conflict between localization
and distributed functions no longer exists in this
view of brain function: functions are localized
in the sense that their expression requires the
integrity of certain regions or that a particular
type of information is available to an area (e.g.,
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visual, motor), but the actual expression of any
function results from the actions of several
regions. Such an integrated view of brain oper-
ations will likely bear more fruit as the notions
of context and catalysts are tested and refined.
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